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Abstract

The rate population growth in the world continues on a linear trajectory.

Africa will experience the highest rate of these growth. Thus, this call for

collaborative efforts to plan the future needs of the expected population

today. One way of objectively planning the future is working with realistic

prediction of population demand. Food production is one of the major focus

of the these needs. Reliable food prediction will provide decision makers

with the necessary knowledge for proper planning. In local levels, maize

yield estimates are useful for county food security preparedness, as these

administrative units are mandated to ensure its population is food secure.

The study reviewed various feature selection algorithm. This is because

the the efficiency of the prediction model algorithms directly depends on

sorting variable importance, and removing the unimportant variable whose

contribution to prediction results is insignificant. Based on studies in sim-

ilar fields, the study adopted boruta algorithm for feature selection against

analytical hierarchy process and random forest. The choice of this algo-

rithm was primary because boruta algorithm is an improvement of random

forest algorithm and analytical hierarchy process is prone to subjectivity of

the respondents.

There are various modelling techniques in the field, from statistical to

simulations. Statistical algorithms such as regression models have been

widely used in agriculture for modelling various aspects including crop

yields. Most of statistical techniques used even national for maize yields

prediction lacks the spatial components and assumes yields and influencing

factors have a linear relationship. This assumption has been contested by

researchers over the world and concluded that, crop yields and their associ-

ated factors have a complex non-linear relationships.

Phenomenon that exhibit non-linear relationship are best studied using

using advanced level of statistical models categorized as machine learning

techniques. This study reviewed three of these models; decision trees, sup-
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port vector regression and neural networks. Techniques such as decision

trees and regression have been used by various studies to model and pre-

dict maize yield. The study adopted an artificial neural network (ANN) for

prediction. Neural networks have a number of structures and algorithms

within the network for learning and later prediction. This study used a

feed-forward, back propagation artificial neural network with levenberg-

marquardt algorithm (LMA) for training. Levenberg-marquardt algorithm

interpolates between the Gauss Newton algorithm (GNA) and the method

of gradient descent. LMA was used for learning.

Artificial neural networks framework was chosen because its a data

driven method that is relatively less widely used in county level yield pre-

diction. Moreover, neural networks has key merits, such as require less

formal statistical training, ability to detect nonlinear relationships by iden-

tifying likely interactions between variables and the availability of multiple

training algorithms. We modelled historical maize yield between 2005–

2016 as function of satellite derived precipitation, temperature, reference

crop evapotranspiration, soil moisture and normalized difference vegetation

index (NDVI) to predict maize yields at pixel level. The data was obtained

with a spatial resolution of ≈ 4 km and subsequently, the predictions was

done at≈ 4 km pixel size. The historical reference maize yield data was di-

vided into two sets for model training and validation. The model predicted

maize yield with R2 and root mean square error of 0.76 and 0.038MT/ha

in Trans-Nzoia county and 0.86 and 0.016MT/ha respectively in Nakuru

county. These findings shows a promising future for applications targeting

to rapidly assess county level food preparedness in Kenya because maize is

a major staple food.



Chapter 1: Introduction

1.1 Background

The world population has increased from 1 billion in 1800 to 7.7 billion today. Glob-

ally the average population density is 25peopleperkm2, but there are very large differ-

ences across countries Global-Change-Data-Lab (2020). In recent years, an increasing

number of African people are being added every year. These population increases are

unprecedented in history. The problem of population is not a problem of numbers. It is

a problem of human welfare and of development rapid population growth can have seri-

ous consequences for the well-being of humanity worldwide e.g. food supply OAU and

ECA (1994). Since land is limited, the methods and science of food production needs

to cope with increased demand. If food production remains constant then its hunger for

the world population. Global food demand is increasing driven by population, economic

growth and urbanization, particularly in developing countries. At the same time dietary

patterns are changing towards more livestock products, including fish, vegetable oils and

sugar; a trend that is accentuated by the increasing homogeneity of life habits between

urban and rural population facilitated by communications technology. The trendy pat-

terns includes; an increasing demand, changing consumption patterns, food losses and

waste, imbalances and changes in food systems and consumers’ demands FAO (2010).

Kenya is an African country with increasing population.

There is a linear growth in world population according to data and projections pub-

lished by United Nations. This data also gives 1.18% as the current world’s population

growth per year, which approximates to annual population increment of 83 million peo-

ple. More than half of global population growth between now and 2050 is expected to

occur in Africa. Africa has the highest rate of population growth among major areas,

growing at a pace of 2.55% annually in 2010-2015. Consequently, of the additional 2.4

billion people projected to be added to the global population between 2015 and 2050,
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1.3 billion will be from Africa United-Nations (2015). This growth in population will

directly impact food supply systems.

Africa relies heavily on weather dependant agriculture. It also experiences short-

term changes in climate Stige et al. (2006). These two factors increases stress on food

production and food systems. According to Ahmed et al. (2009) a higher percentage of

African population is expected to be below poverty line. The consequential effects of

this stress on food production is, hunger and poverty, which is prevalent in sub-saharan

Africa. Therefore, there is need to prioritize strategies and policies to resolve stress and

avert poverty in Africa. As well as measure the impact of policies on set objectives, and

protect food production from destructive impacts of future climate changes Lobell and

B (2010); Schmidhuber and N. (2007). Predicting food production is of significance

in solving food problems, but is not easy. This is because food production or yield is a

product of climatic and management factors. Weather is a constituent of climate accord-

ing to Islam et al. (2020) definition of climate as average weather of an area analyzed

for a period of 25-30 years. while weather as the atmospheric conditions of an area at

a given day. According to Budyko and V (1996) almost half the total losses in all eco-

nomic sectors is attributed to unfavorable weather conditions. The management factors

are also vital in food production, but these data is not readily available in developing

countries. Therefore, it is essential to develop a reliable model of food production using

weather parameters.

The inspiration of crop yield prediction is based on needs in food security. The

need to achieve competing policy objectives while also protecting public investment

in agriculture. Crop yield models help in realizing an equilibrium between various

needs such as: increased food production, environment protection, decreased resources,

higher farming incomes and climate change mitigation Lobell et al. (2017). Crop yield

prediction has two main categories namely: statistical and simulation models. The sig-

nificance of predicting crop yields has been observed. As many studies have modelled

yields using statistical methods with various parameters as a means to food security.

According to Zhang et al. (2010) statistical models such as linear regression which is

based on ordinary least square (OLS) and autoregressive model can be used for yield

prediction. In this study, autoregressive model provided a better performance that was

2



attributed to this model ability to adjust for spatial autocorrelation inherent in the data.

The only weakness to this model is it’s linear combination of variables to a process un-

derstood to be quite complex and dynamic in nature and thus not easily modelled into

a regression framework Zhang et al. (2010). A study by Sellam and E. (2016) estab-

lished that variables such as annual rainfall, area under cultivation and food price index

explains 70% variability in crop yields.

The study by Zhang et al. (2010) also demonstrated that Normalized Difference

Vegetation Index (NDVI) and precipitation are the major predictors in modelling corn

yield. Studies also demonstrated the use of satellite images in agriculture to improve

food production and food security. Satellite images provide both extensive spatial cov-

erage and high temporal resolution. These images brought new possibilities such as to

map land cover, detect irrigation, estimate biomass, and survey crop health Chen and H.

(2006). Moreover, multiple satellite missions have the capability to regularly monitor

phenomena on the Earth surface. These satellites provides a rich source of data that can

be ingested into crop yield prediction models Fieuzal et al. (2017).

In recent times, statistical models offer better predictions, but still are not effective

with complex data set. These limitations has driven crop yields modelling to adopt data

driven models Dahikar and V (2014) such as machine learning algorithms. In line with

this, W. and J. (2008) found a robust nonlinear relationship between weather and yields

that is consistent across space, time, and crops. This introduced non-linear models in

crop yields modelling.

1.2 Problem statement

Maize yield estimation provide a beneficial tool to both farmers and businesses to make

decisions and amend or introduce policies before harvest. Maize farming in Kenya is

done mostly in highland areas. Highland zones have favourable weather factors for

maize farming. Trans nzoia and Nakuru are found in highland zone of Kenya. Yield

is function of combination multiple factors. These factors are soil, weather, manage-

ment and random factors. Random and management data at county level is not readily

available, soil data is also limited. The relationship between these factors and yields are
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complex, and thus requires non-linear approaches such as ANN for estimation.

Remote sensing data have been found to be useful to monitor crop growth and per-

formance, to estimate cropped area and predict crop yields. Developed world has prac-

ticed the use of remote sensing data for agricultural management. However, in the

smallholder agricultural areas of sub-Saharan Africa and southern Asia, the potential

benefits of remote sensing data in agricultural management have not been sufficiently

exploited ITC (2020). According to World-Bank (2016) climate change is causing shifts

in weather patterns. These shifts are causing seasonal and weather event-based shocks.

Productivity of farms suffer from these shocks, decreasing food security. This uncer-

tainty coupled with the lack of ability to fully predict the impacts, poses significant

challenges in county food preparedness.

The use of satellite data and data-driven models can help address challenges of food

production uncertainty. Especially by utilizing the computational capacity of machine

learning algorithms such as artificial neural networks (ANNs) to model the relation-

ships between predictors (inputs) and objective variables (outputs) Deo and M (2015).

The advantages of ANNs in yield prediction are: (1) faster and flexible modeling ap-

proach, (2) proper and easy to work non-linear relationship, and (3) the model structure

incorporates expertise and user experiences Barzegar and A. (2016). McNairn et al.

(2014) concluded that ANNs can be used to predict yields using satellite images as long

as models are created for unique crop types. Hota (2014) established that the neural

network-based estimation has technical efficiency that may lead to improved results. In

this study, radial basis function networks (RBFN) outperformed other estimation tech-

niques in consideration. The study also established ANNs as a beneficial model for

crop yield prediction based on sensing various soil and atmospheric parameters Dahikar

and V (2014). Africa lacks sufficient in-situ data, but satellite data provides a relatively

low cost solution. To ensure timely interventions, yield prediction can provide an early

warning on imminent food crisis that may face countries in Africa. Data and informa-

tion models are necessary to sustain all the dimensions of food security; availability,

accessibility, utilization and food systems stability. Reports have shown that without

the prior information on expected yields with the relevant stakeholders, country suffers

from food scarcity shocks annually. The motivation behind this study is to use satellite
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data and ANNs model to predict maize yields prior to harvesting period for sustainable

food security. We adopt ANNs of multilayer perceptron, feed forward back propagation

to predict maize yield at pixel level as function of weather data derived from satellite in

Trans Nzoia and Nakuru counties in Kenya.

1.3 Research objectives

The main objective of this study is to estimate county level maize yields using artificial

neural network in Trans nzoia and Nakuru counties, Kenya. The specific objectives of

this study will be:

1. To study and assess the most significant factors for maize yield estimation using

artificial neural network.

2. To develop and evaluate a maize yield estimation model based on artificial neural

network.

3. To estimate maize yield for Trans Nzoia and Nakuru county, Kenya.
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Chapter 2: Literature Review

2.1 Introduction

The purpose of this chapter is to provide a detailed review of feature selection algo-

rithms and crop yield estimation methods. Feature selection is an important part of

using machine learning for estimation. Some of the key advantages of feature selection

to machine learning are to avoid overfitting - curse of dimensionality, to have simple

and explainable model, and to avoid garbage in garbage out phenomenon by using non-

informative features. This study reviewed feature selection algorithms such as analyti-

cal hierarchical model, random forest and boruta algorithm. Likewise the reviewed both

statistical or classical and machine learning methods of yield estimation.

2.2 The need for yield estimation

Predicting yields accurately offer an opportunity to decision makers to combat food in-

security. Estimation of yield for main crops such as wheat, corn, rice is of importance

to counties. Yield estimation assist in developing plans for food production, distribution

and consumption in preparation for food shortages and supply shocks. Food shortages

results from various combination of factors, either human induced or natural occur-

rences Khairulzaman et al. (2014). There are various methods and models that have

been used for yield estimation. These methods and models includes; regression, simu-

lation, expert systems, and artificial neural networks O’Neal et al. (2002). The models

maybe either linear or non-linear systems. The linear systems assumes linear relation-

ships among the input parameters,while non-linear assumes non-linearity. Therefore,

most of the linear models are not able perform well because of complexity and non-

linear nature of the data Khairulzaman et al. (2014).

Linear regression approaches have been widely used Medar and Rajpurohit (2014).
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Mainly, because of ease of use and standard accepted tests of reliability. Which tends

to favour regression, despite problems with predictive accuracy caused by dependence

on the specific conditions of the input data used to develop the regression O’Neal et al.

(2002). Multiple linear regression (MLR) modelling is also very powerful technique

and is widely used to estimate linear relationship. Its assumption of linearity in variable

relationship is also its limitation. Which in real situation is rarely satisfied. Also, if

there are several predictors, it is well nigh impossible to have an idea of the underly-

ing non-linear functional relationship between response and predictor variables Singh

Rama Krishna (2008).

Simulation has the advantage of being based on physical relationships, specifying

relevant factors affecting yield, and allowing researchers in different areas to use the

same sophisticated model that is widely accepted. However, simulation requires many

biophysical inputs that often must be estimated rather than measured, and calibration

can be time consuming for areas without established sets of parameters. Expert systems

rely on human expertise and characterize yield by sets of logical rules, but the initial

formation of rules requires extensive communication with the expert, is not readily au-

tomated, can be highly subjective, and relies on the limits of the input data.

Artificial neural networks (neural nets), on the other hand, are easily automated,

display remarkable accuracy for new situations not represented in the input data, con-

sist of objective mathematical functions instead of subjective rules, do not require pre-

established physical relationships, and can be built with readily available input data

Singh Rama Krishna (2008). Soil factors, weather factors and management factors di-

rectly or indirectly influence crop yield. This influence is either either of a linear or non-

linear relationship to yield.Mahabadi (2018) designed a feed-forward back-propagating

ANN model to predict yield for rice. The results of this study showed high performance

of a trained neural network to predict the yield of rice.

In another study, Kross et al. (2018) noted the complexity interactions that exists

between crop growth and the interrelated variables. To model yields, the study noted the

usefulness of artificial neural networks (ANNs) for such complex interactions in system.

ANNs models are capable of capturing the non-linear relationships of data with little

understanding of the underlying processes. ANN models superiority was observed with
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consistent and more accurate yield predictions than regression models by Kaul et al.

(2015) for accurate corn and soybean yields prediction under typical Maryland climatic

conditions. In a study done in India, Veenadhari et al. (2014) developed a prediction tool

based on ANN that used climatic factors only to predicted yield in various regions. The

model achieved an accuracy above 75% in all the crops and districts selected. Seshadri

et.al integrated an optimization technique with artificial neural network for prediction

of paddy yield at 3 different districts in different climatic zones based on 10 years of

historical data sets of yields of paddy. The error range was 8% which according to Baral

et al. (2011) is within the accuracy requirements.

In variable sensitivity and wheat prediction panah (2008) used an output matrix of

wheat yield during the 1999-2005 period. The analysis shown that for the ANN model

the most important climatic factor determining wheat yield is the amount of rainfall. Ex-

cluding this factor from the input matrix, had an increase in the models RMSE. The use

of ANNs based models in crop yield production and prediction is realizing substances

gains. This study also shows ANN’s potential in predicting maize yield in two counties

in Kenya, where maize farming is a key agricultural activity.

2.3 Crop calendar

The time of planting is the most critical factor in farming. To realize high yields from

maize, planting should be done at the onset of rainfall. This allows the germinating

seed to benefit from the nitrogen flux effect which occurs within the first rains Atlas

(2013). In Kenya, different regions have different planting times. Trans Nzoia is a

highland - receives high rainfall. The planting time is between March to Mid-April

and the harvesting is between September-December. For the highlands, the growing

duration takes about 180-270 days Atlas (2013). The Figure 2.1 shows the calendar

seasons experienced in Kenya.
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J F M A M J J A S O N D
Maize (Long Rains)

Maize (Short Rains)

Source: FAO/GIEWS

Sowing
Growing
Harvesting

Maize Calendar

Figure 2.1: Maize Calendar Seasons in Kenya. Source: FAO/GIEWS, FEWSNET

The two study areas shared this maize farming calendar in the long rains.

2.4 Yield estimation

Crop production is a complex phenomenon. Agriculture input parameters varies across

fields and farmers. This complexity and input parameters variation is influenced by

agro-climatic input parameters Veenadhari et al. (2014). The climatic information in

Kenya isn’t readily available, and thus rely on satellite derived data and yield data col-

lected by Ministry of Agriculture.

The aim of agricultural production is to achieve high crop yields. The recognition

and management of factors that influence crop yields assist farmers in decision mak-

ing. There are a number of crop yield prediction models which use either statistical or

crop simulation models. The last decade has seen that artificial intelligence techniques

provide a more effective approach to predicting crop yield under varying cropping sce-

narios Niketa et al. (2016). This is mainly because these techniques are able to model

complexity from inputs.

2.4.1 Field surveys

The National Agricultural Statistics Service of the US Department of Agriculture uses

both phone interviews and field surveys to forecast the yield of several commodities, in-
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cluding maize, soybean, and wheat. The enumerators conduct monthly phone interviews

with pre-determined growers during the growing season. The growers’ assessment of

the yield prospects reflects farmers’ opinions about the impact of weather events and

growing-season conditions on the final yield. In the field surveys, trained enumerators

conduct field surveys to collect plant status at close to harvest stage. The stratified sam-

pling technique is where land is categorized by its intensity of cultivation, and where

fields from each category are sampled with a greater frequency for intensely cultivated

land than marginally cultivated land. Maize, soybean, and wheat yield forecast at field

level is done through various mathematical equations estimating the number of fruit per

plant and the weight of each fruit based on the plant characteristics collected in the field

surveys Branch et al. (2012).

2.4.2 Statistical methods

Simple linear regression

Regression method is common method for forecasting. The method use agrometeo-

rological data as inputs to a statistical regression as a form of seasonal yield forecast.

Simple statistical models can be built as a matrix with historical yield data and any

number of agrometeorological parameters (e.g., precipitation and temperature). From

the matrix, regression equations are derived as a function of the inputs to generate a sea-

sonal yield forecast. The simplicity of a statistical regression model is also the driving

force for its applicability, but at the same time its limitation in extrapolating results to

other areas outside the boundaries of the observed data. More recently, given the in-

crease in climate variability, and more frequent extreme events, these models are poorly

suited to forecast or estimate future yields Basso and Liu (2019). A regression describes

the underlying relationship between yi and xi involving this error term ei by

yi = a+ bxi + ei (2.1)

Multiple linear regression

Multiple linear regression attempts to model the relationship between two or more ex-

planatory variables and a response variable by fitting a linear equation to observed data.
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Combinations of various climatic variables, including minimum and maximum temper-

atures, relative humidity in the morning and evening, and rainfall, have been used as

predictors to forecast maize, wheat, and rice yield Basso and Liu (2019). Every value

of the independent variable x is associated with a value of the dependent variable y.

yi = b0 + b1x1 + b2x2 + b3x3 + ...+ bnxn (2.2)

2.4.3 Remote sensing

There have been an uptake in using satellite images for crop yield estimation. Some

of the derivations used yield estimation from images includes, Leaf area index (LAI),

vegetation indices (VIs), and satellite derived weather data. These datasets includes;

precipitation, temperature, evapotranspiration, soil moisture, wind speed, among oth-

ers. Remote sensing data has inspired many greenness index for yield estimation such as

Enhanced vegetation index (EVI), Two-band enhanced vegetation index (EVI2), Green-

ness normalized difference vegetation index (GNDVI), Soil adjusted vegetation index

(SAVI), Vegetation health index (VHI). Chlorophyll index such as Chlorophyll index

red-edge and Fraction of absorbed photosynthetically active radiance (FAPAR) Basso

and Liu (2019).

2.4.4 Machine learning

Machine learning (ML) is a branch in the field of artificial intelligence that assists com-

puters in modeling based on historical data and accurately predicting future outcomes.

ML approaches are mostly classified into two main categories: supervised learning and

unsupervised learning. Classification and clustering are examples of problems in super-

vised learning and unsupervised learning respectively. The widely used techniques for

classification include neural networks, support vector machines, and decision trees, and

the most widely used clustering technique is k-means Dogan and Birant (2020). Ma-

chine learning is generally more efficient than traditional mathematical and statistical

models in various fields since they remain capable of understanding complex relations

among features of data samples and predicting unknown feature values for a new sam-

ple. This distinguishing characteristic has made ML techniques applicable in a wide
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range of scientific disciplines as well as in agriculture. Feature selection is an important

part of machine learning algorithm to perform optimally. This study reviewed various

feature selection algorithms and adopted boruta algorithm as discussed below.

Feature selection

The curse of dimensionality refers to various phenomena that arise when analyzing data

in high-dimensional space such as increasing computational burden from existence of

voluminous data in the big data era. As the data become sparser in high-dimensional

space, and a large number of samples are needed to train models, which greatly decrease

the efficiency of data processing. Feature selection provides one of the most effective

tools to reduce the dimensionality and increase data processing efficiency Wei et al.

(2020b). Feature selection play a vital role in preventing over-fitting, facilitating data

visualization, reducing storage requirements and computational costs, and improving

the accuracy of pattern recognition algorithms Wei et al. (2020b). Feature selection

helps discover which of these inputs is more impactful in modeling for best perfor-

mance. The model accuracy, stability, and effectiveness directly depends on the rele-

vance of input dataset. Therefore, it is necessary to select the best set of features by

identifying the important variables from the overall input data set Kim et al. (2020).

Feature selection methods can be split into three major classifications such as filter,

wrapper and embedded methods. Filter methods requires definition of some metrics

such as correlation/chi-square. Wrapper methods consider the selection of a set of fea-

tures as a search problem such as recursive feature elimination. Embedded methods

use algorithms that have built-in feature selection methods such as, Lasso and RF. The

study considered 3 feature selection approaches which are Analytic Hierarchy Process

(AHP), Random Forest (RF) and Boruta Algorithm (BA). Based on literature review,

the study adopted feature selection method with ground scientific basis with no little

human interference to identify the relationship among features and thus ascertain both

relevant and redundant features.

Analytic Hierarchy Process For the complex multi-criteria analysis task, a num-

ber of Multi-Criteria Decision Analysis (MCDA) models exist. The difference occurs

in type of decision criteria, type and number of alternatives, approach to compensation
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among decision criteria, and preference ordering. The choice of the method depends on

the practical fact, the criteria used for assessing the matrix calculation, possible alterna-

tives), and on how the decision is made. The AHP methodology consists of weighting

and ranking procedures considering involved factors defined as criteria layers. AHP is a

realistic method organizing and analyzing multi-criteria decisions quantifying the index

weight by comparing relative factors with each other Wei et al. (2020a). The weakness

of AHP is that the decisions are based on knowledge of respondents, whose knowledge

on the subject may not be objective.

Random Forest Multivariate linear regression (MLR) and artificial neural network

(ANN) are common black-box modelling methods. Model accuracy is the primary con-

cern on selecting the modelling methods. Accuracy of the model depends on feature

selection by the identification of variables importance, to ease of application and time

of computation. Depending on the nature of operating variables, various algorithms

embedded in the modelling methods may be considered to reach optimal results of the

operating variables. Regarding ANN models, the relationship between the input and

output variables are hidden and cannot be identified explicitly. While the MLR mod-

els can illustrate the correlation between the input and output variables by regression

coefficients, the accuracy of MLR models depends on which input variables and their

multivariate terms. The degree of input variables affect the accuracy of a model Yua

et al. (2017). The random forest (RF) models make use of classifying input variables

by decision tree methods to identify variables importance and predict output variables

with high accuracy. The RF algorithm can handle a huge set of input variables subject

to certain outliers and noise in data Yua et al. (2017). An improved Random forest is

Boruta Algorithm.

Boruta Algorithm The study adopted boruta algorithm for feature or variable selec-

tion because it’s based two important concepts namely: shadow features and binomial

distribution. Boruta is a feature selection algorithm that works with various data and is

capable of working with any prediction method to determine the importance of variable

Kursa and Rudnicki (2010). Boruta implements the first concept by randomly creating

shadow features to compete with original features. The shadow feature with highest

recorded importance becomes the threshold. The importance of each original features
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is compared with this threshold. The original features with performance above this

threshold, are selected. Secondly, the variable importance is obtain through an iteration

process that follows binomial distribution. The maximum level of uncertainty about the

feature is expressed by a 50% probability for selection or elimination S (2020). Boruta

works best with transformed data. Data transformations takes various forms such as

maxmin and log O’Neal et al. (2002).

Maxmin: This transformation method maps maximum and minimum value to the

desired limits. An example of this type of scale, transforms data between 0 and 1, using

the equation below

xoutput = {
xinput − xmin

xmax − xmin

}

Log: This transformation method scales data using the equation below;

g(ϕi) =
lnϕi − ln(ϕi − 0.001)

ln(ϕmin − 0.001)

The range of normalized values using log is valid (0-1) only for data between (ϕmin −

0.001) and (ϕmin − 0.001)2. Negative values are possible when the minimum is lower

than or equal to 1. If the maximum values does not exceed the square of the minimum

value, and all values are greater than 1, it may be suitable. Its suitable to data with

large minimum values, to decrease the number of nodes needed for inputs.O’Neal et al.

(2002)

Decision trees

Decision trees is one class of classical classification methods or is a hierarchical clas-

sifiers which determines a class by multi-level discrimination. Decision trees can be

categorized into univariate decision trees, multivariate decision trees, and omnivariate

decision trees Wang et al. (2020).

Univariate decision trees refer to those where only a single attribute participates in

node splitting, multivariate decision trees are those in which multiple attributes partic-

ipate in node splitting and Omnivariate decision trees are decision trees in which the

splitting at each node is univariate, linear multivariate, or nonlinear multivariate Wang

et al. (2020). Although the classical classification approaches are good, literature review

has shown that performance of data driven approach is better.
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Support Vector Machine Regression

Support vector machine is a pattern classification technique or an algorithm that imple-

ments non linear boundaries between classes by transforming the input data into a high

dimensional space. SVM employs an approach that attempts to minimize the upper

bound of the error by maximizing the separation of the boundary between the hyper-

plane and the training data. A key feature of SVM is that training SVM is equivalent to

solving linear constrained quadratic programming problems. Therefore, SVM solutions

are always unique and globally optimal. In SVM, the process of solving the problem

depends only on a series of the training data, which is called a support vector. Use only

the support vector to get the same solution as using all training data points Shao et al.

(2020). After classification, SVM has an extension for prediction called support vector

regression.

Support vector regression (SVR) is popularly known for prediction and attempts

to minimize the generalization error bound so as to achieve generalized performance.

The idea of SVR is based on the computation of a linear regression function in a high

dimensional feature space where the input data are mapped via a non linear function.

Similar to ANN, support vector regression (SVR) uses a regression analysis to regress

dependent variables on explanatory variables based on a weight vector and a bias term.

However, the SVR only uses a subset of the data called support vectors to establish

relationship between the desired variable and the explanatory variables. The SVR re-

gression equation is determined by optimizing a quadratic weight objective function - an

optimization that make use of Lagrange multipliers and quadratic programming-based

numerical optimization. Unlike the ANN, SVR do not get stuck in local minimum dur-

ing optimization, and it always give global minimum when the optimization is complete.

SVR is less prone to overfitting the regression function because it uses insensitive loss

function and structural risk optimization Achieng (2019). Related studies shows that

support vector machine (SVM) and artificial neural network (ANN) produce the most

successful results.
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Neural networks

Artificial neural networks is one of machine learning techniques which consists of an in-

terconnected assembly of simple processing elements (nodes/neurons) Singh Rama Kr-

ishna (2008). Those neurons are connected to each other using weights Jiang et al.

(2004). The processing ability of the neural network is stored in the interconnected

weights obtained through learning from a set of training patterns Singh Rama Krishna

(2008). Neural networks have an advantage with complex relationships because of the

interconnections of weights within its network. Thus, it is a reasonable model to attempt

to predict maize yield O’Neal et al. (2002). In addition, neural networks do not require

a specific distribution. The networks are tuned to reach a certain threshold of error by

training iterations O’Neal et al. (2002). The nature of the activation functions used in

back-propagation networks dictate on the scaling of the inputs O’Neal et al. (2002). The

values of updated neurons need to be between 0 and 1. The study adopted the sigmoid

activation function, i.e.

f(x) =
1

(1 + e−x)
(2.3)

where x is the input for the respective input layer of the neural. In the neural networks,

back propagation computes the gradient. The neural learns (during model training) by

adjusting the weight (w) and bias (b) for each layer using these gradients.

The ANNs model was trained for prediction using the Levenberg-Marquardt algo-

rithm. This is a hybrid technique that uses both Gauss-Newton and gradient descent

approaches to achieve optimal solution Wilson and A. (2013). The hybrid approach

uses the best characteristics of these two techniques. Gauss-Newton technique is nor-

mally faster when the initial guess is relatively close to the optimum, otherwise the

algorithm uses the gradient descent technique to find an optimum,

xk+1 = xk −
[
JTJ + µI

]−1
JT e (2.4)

where J is the jacobian matrix of performance, JTJ is an approximation of the matrix,

µ is the adaptive value, x is the variable, e is the error and JT e is the gradient descend

computation. The small values of the parameter µ result in a Gauss-Newton update and

large values of µ result in a gradient descent update. This algorithm adaptively varies the
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parameter updates between the gradient descent update and the Gauss-Newton update

making it an efficient method for weights adaptations Wilson and A. (2013).

2.5 The research gaps

There exist a robust non-linear relationship between weather factors and maize yields.

The statistical algorithm mostly used for yield estimation only relies on linear relation-

ship. The non-linear relationships still needs more research using the ANN models as

they do not require knowledge of the underlying process to understand relationships of

inputs and output parameters. This research intends to use non-linear machine learning

algorithm to model yields based on weather factors.
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Chapter 3: Materials and Methods

3.1 Introduction

This chapter provides the description of the research process. Provides information

about the study area to bring an understanding of the area for research. The chapter also

provides a description of the data used in this research, methodology and validation of

the results.

3.2 Study area

The study adopt two counties (Trans-Nzoia and Nakuru as shown in Figure 3.1) in

Kenya for maize prediction due data availability.

Trans Nzoia county covers an area of about 2,495 km2, with a population of ap-

proximately 1 million KNBS (2019). The climate in Trans Nzoia is mild temperatures,

with rainfall of around 1097 mm per year. The main activity is largely agriculture and

livestock rearing. Large-scale agriculture is mainly on wheat, maize and dairy farming,

while small-scale agriculture is on maize, beans and potatoes.
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Figure 3.1: Trans Nzoia and Nakuru County.

On the other hand, Nakuru county lies south east of Trans Nzoia and covers an

area of about 7,505 sq km, with a population of approximately 2 million people KNBS

(2019). The county has also mild temperatures with rainfall of around 895 mm per year.

The main activity is agriculture and livestock rearing. Large-scale agriculture is mainly

on barley, maize and dairy farming, while small-scale agriculture is on maize, peas and

potatoes. Maize is rain-fed in the two counties with the sowing period in March and

harvesting in November to December.

3.3 Data

This study used precipitation, minimum temperature, average temperature, maximum

temperature, reference crop evapotranspiration, and NDVI derived from Landsat 7 USGS

(1990). All the primary weather factors Islam et al. (2020) such as precipitation, mini-

mum temperature, maximum temperature, and the derived factors such as average tem-

perature, evapotranspiration, and soil moisture were obtained from climatology lab as
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multi-band raster images. The data has been validated with a number of station-based

observations from a variety of networks including the global historical climate Network,

SNOTEL, and RAWS Abatzoglou et al. (2018). All data have monthly temporal resolu-

tion and a spatial resolution of ≈4 km. The data cover the period from 1958–2019. The

historical maize yield data was obtained from the Ministry of Agriculture in Kenya.

3.3.1 Minimum, Maximum Temperature

Temperature is an essential agro-climatic parameter influencing the rate of plant devel-

opment. Climate change will influences environmental change and consequently vari-

ation in temperature events will affect crop production. Thus the use of minimum, and

maximum temperature for each year from 2005 to 2016. The minimum, and maximum

temperature from March to August was derived from monthly temperatures of Trans

Nzoia.

0.00

0.20

0.40

0.60

0.80

1.00

1.20

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

N
o

rm
al

iz
e

d
 v

al
u

e
s

Year

Temperature (Minimum)

(a) Minimum

0.00

0.20

0.40

0.60

0.80

1.00

1.20

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

N
o

rm
al

iz
e

d
 v

al
u

e
s

Year

Temperature (Maximum)

(b) Maximum

Figure 3.2: Temperature.

3.3.2 Precipitation (mm)

Precipitation replenishes the water cycle and fresh water on the planet. The aggregate

precipitation from March to August for each year was computed from monthly mean

precipitation from the year 2005 to 2016 of Trans Nzoia County.

20



0.00

0.20

0.40

0.60

0.80

1.00

1.20

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

N
o

rm
al

iz
ed

 v
al

u
es

Year

Precipitation

Figure 3.3: Precipitation

3.3.3 Evapo-transpiration (mm)

Evapo-transpiration is the sum of evaporation and plant transpiration from the Earth

and sea surface to the air. Evapo-transpiration was calculated on the monthly basis from

year 2005 to 2016 of the study area.
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Figure 3.4: Evapotranspiration

3.3.4 Soil Moisture

Soil moisture generally means the water that is held in the spaces between soil particles.

Soil moisture within the root zone is the water available to plants, which is considered

to be about 200 cm of topsoil. Soil moisture was calculated on the monthly basis from

year 2005 to 2016 for the study area.
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Figure 3.5: Soil moisture

3.3.5 Vegetation indices (e.g. NDVI)

Normalized difference vegetation index is a measure of greenness of crops. It indicate

the health of vegetation. The research used the Landsat vegetation NDVI images on

monthly basis from the year 2005 to 2016.
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Figure 3.6: Normalized difference vegetation index

3.3.6 Area (Hectares)

The maize cultivated area of Trans Nzoia County in the long rains season (March to

November) from the year 2005 to 2016 was considered in the study.

3.3.7 Production (Tonnes)

The maize production for Trans Nzoia County for March to November was considered

in this research.

3.3.8 Maize yield (tonnes/hectare)

An amount of maize produced and the area cultivated for maize in Trans Nzoia in long

rains season (March to November). The yields considered from the year 2005 to 2016

in tonnes per hectare.

The importance of soil moisture information to predictive yield models was noted by
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Filippi et al. (2019), and soil moisture products are now becoming more readily avail-

able at finer spatial and temporal resolutions, particularly through the use of the Sentinel

satellites Torres et al. (2012). Both received rainfall were highly important variables in

the models, and the inclusion of other climatic data variables, such as temperature could

also improve the model predictions McMaster and W (1997). A study used historic data

of wheat yield and associated plantation area, rainfall, and temperature, but also noted

that incorporating statistics and artificial neural networks can produce highly satisfac-

tory forecasting of wheat yield Guo and Xue (2014).

3.4 Data Processing

The Figure 3.7 shows the data processing workflow adopted in this study.

Multiband Image

Radiometric 
Calibration

Extraction of 
NIR & R 
bands

NDVI extraction 
& masking (i>0.6)

Landsat 7 
Images

NDVI 

TerraClimate
Data –

weather 
parameters

Conversion 
using Grayscale 

function

single-band 
grayscale 

image

Data conversion, 
clipping & 

normalization

GeoTiff 
rasters

Figure 3.7: Data Processing.

The Landsat images were calibrated so as to convert digital numbers to spectral

radiance (Figure 3.7). We then used the Near Infra-Red (NIR) and red (R) bands to

compute NDVI as

NDVI =
NIR− R
NIR + R

. (3.1)

NDVI values between -1 to 0.6 were masked out yielding a raster with values from 0.6

up to 1.0 which represents vegetation. The multiband rasters from for weather parame-
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ters were converted to single-band raster to unit weights using grayscale function

Output = (B1×W2) + (B2×W2) (3.2)

where B1 is the first raster and B2 is the second raster in the multi-band raster, W1 and

W2 were set to 1. The resultant raster, in netCDF file format, was converted to geotiff

format. The data was normalized using the min-max transformation, i.e.

X =
X −Xmin

Xmax −Xmin

(3.3)

where X is a variable representing one of the data sets used.
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Figure 3.8: Normalized variables in Trans Nzoia county: precipitation, temperature
(min, max), evapotranspiration, ndvi, soil moisture, elevation, and yields.

The figures below shows some of the pre-processed inputs are shown for Trans

Nzoia and Nakuru county respectively.

26



EVAPOTRANSPIRATION, 2005 | TRANS NZOIA COUNTY

±

0 10 205

Kilometers

Legend
Boundary

Value
High : 4260

Low : 1295

(a) Evapotranspiration

PRECIPITATION, 2005 | TRANS NZOIA COUNTY

±

0 10 205

Kilometers

Legend
Boundary

Value
High : 5900

Low : 600

(b) Precipitation

NDVI, 2005 | TRANS NZOIA COUNTY

±

0 10 205

Kilometers

Legend
Boundary

Value
High : 0.822

Low : 0.289

(c) NDVI

SOIL MOISTURE, 2005 | TRANS NZOIA COUNTY

±

0 10 205

Kilometers

Legend
Boundary

Value
High : 4685

Low : 430

(d) Soil moisture

TEMPERATURE (MIN), 2005 | TRANS NZOIA COUNTY

±

0 10 205

Kilometers

Legend
Boundary

Value
High : 1180

Low : 120

(e) Minimum temperature

TEMPERATURE (MAX), 2005 | TRANS NZOIA COUNTY

±

0 10 205

Kilometers

Legend
Boundary

Value
High : 2897

Low : 1380

(f) Maximum temperature

Figure 3.9: Trans Nzoia County

The climate in Trans Nzoia is mild temperatures, with rainfall of around 1097 mm

per year. A closer look and the spatial distribution of the factors shows that, the tem-

perature can go to a high of 2897◦ Celsius in the lowlands and low of 120◦ Celsius in

the mountainous zone. Soil moisture and evapotranspiration are high in the mountain-

ous zone and decreasing south-east to the lowlands. Precipitation with Trans-Nzoia is
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relatively across the county.
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Figure 3.10: Nakuru County

Nakuru county has also mild temperatures with rainfall of around 895 mm per year.

Using the Figure 4.2b above, there is spatial variability of these factors. Nakuru has

high temperatures along a direction from north-west to south-east. Soil moisture, pre-

cipitation and evapotranspiration are high in the north-west regions.
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3.5 Yield Prediction using ANN

The study developed an ANN yield prediction model based on selected variables/fea-

tures discussed above, mainly, satellite data. Neural network adopts the parallel archi-

tecture of our brain and the operation of biological neural networks Puig-Arnavat and

C. (2015). The algorithm is designed to recognize patterns in complex data optimally.

Neural networks have neurons with connections. A neuron contain a value and acti-

vation function whereas connection holds a weight and bias. The neurons are divided

into input, hidden and output layers. Neural networks have three parts; feed forward,

activation functions, and back propagation Kadir et al. (2014).

The term feed forward in neural network refers to the process of updating the neuron

in the next layer, by multiply the activations by weights. Activation functions are the

logistic functions. They scale the values of updated neurons to be between 0 and 1. The

study adopted the sigmoid activation function.

The ANNs model was trained for prediction using the Levenberg-Marquardt algo-

rithm. This is a hybrid technique that uses both Gauss-Newton and gradient descent ap-

proaches to achieve optimal solution Wilson and A. (2013). The hybrid approach uses

the best characteristics of these two techniques. Gauss-Newton technique is normally

faster when the initial guess is relatively close to the optimum, otherwise the algorithm

uses the gradient descent technique to find an optimum. This algorithm adaptively varies

the parameter updates between the gradient descent update and the Gauss-Newton up-

date making it an efficient method for weights adaptations Wilson and A. (2013).

In our study, the learning algorithm was based on feed forward back propagation

multi-layer neural networks. The ANN model used in the study has following types of

activation functions: tangent sigmoid function, sigmoid function and linear function. In

back-propagation, sigmoid function and linear function are used as the activation func-

tions. In the predictive model, the study used the Levenberg-Marquardt algorithm with

linear and tangent sigmoid functions as activation functions. The initial step included

assigning of model weights and thresholds, followed by neuron activation using the acti-

vation functions. The weights were updated based on the 6 neurons for input and hidden

layer, and 1 neuron for output layer.
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Figure 3.11: Artificial neural network (ANN) architecture.

The prediction model (Figure 3.11) has six input variables which results in total of

6960 (6× 116× 10) data points. The data was normalized between 0 to 1, to neutralize

the effect of influence by large data. The input variables were selected based on their in-

fluence to yields using boruta algorithm. The data was then divided randomly; 70% for

training, 20% for validation and the remaining 10% for testing the model to determine

optimum performance in modeling maize yields.

In retrospect, we designed two ANNs model configuration for the two counties.

Figure 3.12a shows the model structure adopted for maize yield prediction in Trans

Nzoia county. The best model fit was achieved in 40 iterations and attained a max

performance. On the other, hand Figure 3.12b illustrates the model structure designed

for Nakuru county.

The prediction process starts from the smallest network architecture and is grad-

ually the number of hidden neurons increased. Based on literature review the ANN

architecture of the activation function (nonlinear) was determined, which in this study

is a sigmoid function. Once the activation functions and the number of hidden layers

is set and adjusted respectively, ANN learning process was carried out. This process of

adjusting hidden layers and re-learning the ANN is repeated till best the statistics are

achieved.
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(a)

(b)

Figure 3.12: Designed ANNs architecture for yield prediction in (a) Trans Nzoia and
(b) Nakuru counties.

The best ANN architecture for estimation of maize yields was obtained using a trial-

and-error approach by varying the number of neurons in the hidden layer. As is shown

in Figure 3.12a, the developed ANN prediction model consists of 40 neurons in the

hidden layer and the transfer function pair tansig–purelin, generating a 6-40-1 ANN

architecture for Trans nzoia county. Similarly, in Figure 3.12b, the developed ANN

prediction model consists of 30 neurons in the hidden layer and the transfer function

pair tansig–purelin, generating a 6-30-1 ANN architecture for Nakuru county.

3.6 Validation

This study used R2 and RMSE for validation of prediction results. R2 is also known

as the coefficient of determination, and shows the proportion of variance in dependent

variables that is predictable from the independent variables. The equations below shows

31



the mathematical notation of these statistics.

R2 = 1− (n− 1)

(n− p)
× SSE

SST
(3.4)

where SSE is the sum of squared error, SST is the sum of squared total, n is the number

of observations, and p is the number of regression coefficients. The Root Mean Square

Error (RMSE) is the difference between the predicted and actual values or the deviation

of the residuals (prediction errors) i.e.

RMSE =

√∑2
t=1(yt − y)2

n
(3.5)

where yt is the predicted value, y is the actual value and n is the number of samples

Shastry et al. (2017). RMSE depicts the concentration of data around the line of best

fit.
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Chapter 4: Results and Discussion

4.1 Introduction

This chapter presents the results of the study as well as the discussion of the results. The

chapters also compares these results with other research in the same area.

4.2 Results

Maize yield prediction is a crucial function in planning for food security of the popula-

tion of a county level or even of the whole country. Agriculture sector continues to play

a vital role in the rural economy. Agriculture in Kenya and Africa countries as well was

developing countries, is the backbone of the economies. Agriculture provides a substan-

tial portion of their Gross Domestic Product (GDP). Thus, the possibility to obtain yield

estimates with reasonable accuracy prior to harvest is important, since timely interven-

tions can take place in case low yields are predicted ITC (2020). Agriculture in Kenya is

a fully devolved function of service provision to the county governments underscoring

the importance of County Governments’ role in ensuring food security. Estimating crop

yields at county level is thus very important, as well as offering a solution to the right

decision making level. Agriculture is key to Kenya’s economy, it directly contribute

26% of the Gross Domestic Product (GDP) and indirectly 27% of GDP through link-

ages with other sectors. The sector employs more than 40% of the total population and

more 70% of Kenya’s rural people. Agriculture in Kenya is large and complex, with a

multitude of public, parastatal, non-governmental and private sectors FAO (2020).

The study used historical maize yield from Trans Nzoia and Nakuru counties, in

Kenya. Trans Nzoia was used for training and Nakuru to test the model performance

as both counties have similar maize growing seasons. Figure 3.8 shows the normalized

variables after min-max transformation. Generally, the maize yields were high in the
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year 2012 which is also picked by the variables. In other years the variables more or

less show the same trend as the historical yields. Normally the data set were acquired

with different value ranges. Data set with high value range from similar studies have

shown that results to biased influence in prediction results. The Figure 3.8 represents a

sample of normalization variables using maxmin transformation.

The normalized variables in Figure 3.8 were the inputs to boruta algorithm for fea-

ture selection. The variable selection results in Figure 4.1 shows that weather variables

and soil moisture have more influence to maize yield. Elevation was not considered as

a significant factor. Feature selection is an important part of prediction process as it re-

duces memory storage, training time, computational cost and increases the performance

of the predictive mode. Al-Qerem (2020) noted that relevant features have the useful in-

formation to prediction model. Feature selection allows removal of redundant, noisy or

irrelevant features. Feature selection also prevents model over-fitting, facilitating data

visualization, reducing storage requirements and computational costs, and improving

the accuracy of modelling algorithms. Feature selection provides one of the most effec-

tive tools to reduce the dimensionality by selecting important featues from the data and

increase model processing efficiency Wei et al. (2020b).
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Figure 4.1: Feature Selection using boruta algorithm: where precip (precipita-
tion), smoist (soil moisture), evapo (evapotranspiration), tmin (minimum temperature),
tmax(maximum temperature), ndvi and their respective shadow features.

34



The blue bars represents the randomized shadow features for the minimum, mean

and max thresholds. The red bars shows the shadow features of the respective features.

The highest blue box plots - shadow maximum, defined the threshold of the features for

this study. The green bars are the important features, as they are above the threshold.

Consequently, features selected for yield prediction were: NDVI, precipitation, soil

moisture, evapotranspiration, minimum and maximum temperature.

Analysis of remote sensing data in combination with other ancillary data such as soil

moisture, allows the determination of crop yield prior to harvest period. NDVI offers the

ability of remote sensing to provide information on crop status and health which is a key

contributor to the estimation of potential crop yield ITC (2020). Weather factors such

as temperature and precipitation also plays a similar key role to maize yield prediction.

Cognizant of the variability of precipitation and temperature within the maize growth

season, the study used the average values for this two factors. Other factors such as crop

cultivated, fertilizer application, and other biophysical and management factors were

not considered in the study due to unavailability. Boruta algorithm was effective in the

identification of this factors.

The selected features in Table 4.1 below formed the input to the ANN algorithm.

Table 4.1: Significant factors

Factors Minimum Maximum Significance (cm)
Max Temp 18 22 9
Min Temp 15 18 9
Precipitation 315 1960 8.5
Soil Moisture 525 4045 9
Vegetation Index 0.28 0.71 8.5
Evapotranspiration 390 5150 9

In a study by Kursa et al. (2010) using biology data to select significant features. The

use boruta algorithm showed that the selection of the important attributes can reveal

important information. In comparison with random forest classifier, boruta allowed

much more efficient selection of the important attributes than than former with low

z-score. The absolute value of Z-score is proved to be not very informative of the

attribute importance. Boruta provided a criterion for a variable selection which is based

on simple statistical test. These six factors for each study area formed the inputs for yield
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prediction using the developed artificial neural network algorithm. The neural network

processing depends on its interconnected weights obtained through learning from a set

of training patterns. Neural networks is able to deal with complex relationships because

of the interconnections of weights within its network. This feature provides guarantees

that neural networks achieves better performance.

Spatial distribution of final yield estimates are shown in Figure 4.2a for Trans nzoia

and Figure 4.2b for Nakuru. In Trans-Nzoia county, the Northern and Eastern regions

have high estimates of maize yield than Southern and Western regions. On the other

hand, Nakuru has high yields in the North western and eastern parts. These areas were

noted to receive relatively high rainfall, while areas with low estimates experience high

temperature.

MAIZE YEILDS ESTIMATES, 2017 | TRANS NZOIA COUNTY

±

10 205

Kilometers

  Low: 2306   0

Legend
Boundary

Value
High: 5330

(a) Trans Nzoia

MAIZE YIELDS ESTIMATES, 2017 | NAKURU COUNTY

±

0 30 6015
Kilometers

Legend

Value

  

  

Lake
Boundary

High : 1582 

Low : 360

(b) Nakuru

Figure 4.2: Counties yield estimations.

4.3 Discussion

The performance of designed ANNs model was evaluated using coefficient of determi-

nation (R2) and Root Mean Squared Error (RMSE). R2 is a statistical measure of the

goodness of fit of a model with values between 0 and 1. The higher the R2 the better

the model fits the data. For instance, R2 = 1 means the model fits the data perfectly.

RMSE is a good measure of how well the model predicts the response, and it is the

most important criterion for fit. The lower the RMSE values the better the fit.

Table 4.2 shows the coefficient of determination R2 and RMSE obtained from dif-
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ferent model structure configurations of ANNs model (Figure 3.12a) in Trans Nzoia

county based on the selected variables. The highest R2 value which corresponds to the

least RMSE was obtained at 40 iterations. There was however no clear trend on R2 and

RMSE with increase in the number of iterations.

Table 4.2: ANN structures with corresponding R2 and RMSE (MT/ha) in Trans Nzoia
County.

Case Inputs No. Neurons Structure R2 RMSE
1 6 20 06:20:1 0.67 0.698
2 6 30 06:30:1 0.57 0.344
3 6 40 06:40:1 0.76 0.038

As a test, similar variables for Nakuru county were subjected to the model architec-

ture in Figure 3.12b which gave the results in Table 4.5. In this case, the model gave

the highest R2 but coincidentally the RMSE was not the lowest in this case. The least

RMSE was obtained at 30 iterations where the R2 value decreased by 4%.

Table 4.3: ANN structures with corresponding R2 and RMSE (MT/ha) in Nakuru
County.

Case Inputs No. Neurons Structure R2 RMSE
1 6 10 06:10:1 0.85 0.886
2 6 20 06:20:1 0.90 0.127
3 6 30 06:30:1 0.86 0.016

Overall, the best model quality in maize yield prediction is achieved at R2 of 0.76

and 0.86 with corresponding RMSE values of 0.038 MT/ha and 0.016 MT/ha in Trans

Nzoia and Nakuru county respectively (Tables 4.2–4.3). This means the model ex-

plained a minimum of 76% of maize yield variability based on the NDVI and weather

data. This is quite significant given that the highest deviations observed from the ANNs

models is ± 0.038 MT/ha of maize yield at county level on average. The lack of stan-

dardized and comprehensive reporting of the yields at county levels may have influence

model performance. Nonetheless, ANNs computed reasonable yield estimates in the

two counties as shown in Table 4.4.
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Table 4.4: Estimated yield and R2 values, 2017.

County Estimated yield (MT/HA) R2

Trans Nzoia 4.13 0.76
Nakuru 2.26 0.86

Yield prediction in this study provides promising estimates. Using deep neural net-

works Khaki and Wang (2019) found the best balance between prediction accuracy and

limited overfitting in the training process. The study adopted a neural network with 21

hidden layers and 50 neurons in each layer. The adopted model was found to have a

superior prediction accuracy, with a root-mean-square-error (RMSE) being 12% of the

average yield and 50% of the standard deviation for the validation dataset using pre-

dicted weather data. The RMSE reduced to 11% of the average yield and 46% of the

standard deviation using perfect weather data.

In a research undertaken by Khan et al. (2019). They used satellite derived spectral

indices as proxies to factors influencing mentha crop biomass. The study achieved an

R-squre value of 76.2% with a root mean squared error of 2.74 t/ha, an indication that

there is good correlation between the feld-measured biomass and estimated biomass

using multi-layer perceptron (MLP) neural network. Comparatively combining ground

measurement and finer resolution satellite data greatly improves the machine learning

algorithms prediction ability.

In another similar research, Jefries et al. (2020) mapped sub-field maize yields in

Nebraska, USA by combining remote sensing imagery, crop simulation models, and

machine learning. The Weather parameters needed to capture the inter-annual effects

of weather on maize yields were derived from daily weather station observations.The

research study also noted aggregating yield model prediction over time improved perfor-

mance relative to single year metrics. In similar fashion this study adopted an averaging

approach to factors. Jefries et al. (2020) study findings on the other hand used linear

regression models in yield predictions. A proportional bias to yield predictions were

noted from derived statistics. We further compared ANNs model in Trans Nzoia with

ordinary regression and established that ANNs results are better by an R2 of 0.12 (Ta-

ble 4.5). It is probably because the regression model adopts a linear interaction between

the factors, e.g., temperature, humidity, rainfall which affects the crop yield. So ANNs
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still remains a favourable yield estimation tool.

Table 4.5: R2 and RMSE(MT/ha) for prediction models.

Model R2 RMSE
Ordinary regression 0.64 0.089
Artificial neural network 0.76 0.038

In a study done in western Australia, Filippi et al. (2019) predicted yield for wheat,

maize and canola and achieved high r-squared of between 0.89 and 0.91. The study at-

tributed this to use of high resolution data set. The remote sensing imagery used were of

100 m spatial resolution as well as remotely-sensed EVI images sourced from MODIS

and are at a 250 m spatial resolution. Our study achieved a lower r-squared of about

0.76 using remote sensing imagery of ≈ 4 km. Filippi et al. (2019) also emphasised the

need to include freely-available data at finer spatial scales, such as Landsat at 30 m or

Sentinel 2 at 15 m resolution, as this would give more detailed information.

A vineyard yield estimation by using remote sensing, computer vision and artificial

neural network techniques by Ballesteros et al. (2020). The study similarly noted that

machine learning techniques used resulted in much more accurate results than linear

models. Also, more precise yield predictions were obtained using images taken near to

the harvest date, while promising results were obtained at earlier stages. Our study also

noted some similar resulted as indicated in (Table 4.5) where artificial neural network

performed better the ordinary regression by a difference of ≈ 0.12 in r-squared value.

Miao et al. (2006) also did a study to identify important factors that influence corn

yield and grain quality variability using artificial neural networks. The study found that

relative elevation, landscape and soil factors to be among the most important for corn

yield and quality. Miao et al. (2006) noted that selecting suitable inputs, estimating their

responses to environmental factors and managing them as required for optimum yield

and grain quality are key to precision crop management. This study result found relative

elevation as an important factor while as our study eliminated elevation as an important

factor using boruta algorithm. The interpretation to this difference can be attributed to

coarse spatial resolution of digital elevation model.

There is a consistent better performance of machine learning algorithm compared to

statistical approach. This was also observed in a study by Charoen-Ung and Mittrapiya-
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nuruk (2018) where they used machine learning algorithms such as Random Forest

with Forward Feature Selection and Hyper-parameter Tuning for sugarcane yield grade

prediction. The accuracy of their study was 71% compared to non-machine learning

approach accuracy of 51%. This observation is similar to our finding where Artificial

neural networks performed better that ordinary regression.

The conventional ANN model randomly assign weighs and bias of input and hidden

layer. A study by Gopal and Bhargavi (2019) used the machine learning algorithm

Artificial Neural Network (ANN) to predict yields. The model achieved a root mean

square error of 0.098. This study went ahead and developed a hybrid Multiple Linear

Regression (MLR)-Artificial Neural Network (ANN) model. The hybrid model ANN’s

input layer weights and bias were initialized by using MLR’s coefficients and bias.

Using this approach, the study noted an improved accuracy in yield prediction. While

this study achieved promising results as show in (Table 4.5), to prediction county level

yield estimates, A hybrid approach can still be adopted to find out whether similarly

observations to Gopal and Bhargavi (2019) can be achieved.

Another perspective to this study was demonstrated by Ranjan and Parida (2019)

when they conducted an acreage mapping of paddy and also yield prediction using

sentinel-based optical and SAR data. The study used random forest classifier. Random

forest is a machine learning classifier, which efficiently considers the large database

processing. It is able to handle thousands of input variables without assumption of vari-

ables. Random forest classifier provide optimal accuracy of classification by assembling

bulk of decision trees during the training. From this study, it was observed that machine

learning algorithm yields improved prediction results using SAR data as opposed to op-

tical data from remote sensing. The overall accuracy for this study using sentinel 1A

and sentinel-2B were 89% and 87% respectively.

Rao and Manasa (2019) focused on predicting the crop yield using the Artificial

Neural Networks. The set-forth to predict soil quality and suggest inputs such as fer-

tilizer, as well as estimate the expected yields. Rao and Manasa (2019) were able to

implement a model using Artificial Neural Networks (ANN) which predicts the soil

quality taking input as several important parameters related to soil.

There exist a strong climate-yield relationship. The influence of most meteorolog-
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ical factors show high significance to yields. However, the importance varies as Xu

et al. (2019) observed differences in the relationship between the two zones under study.

The study method was able to evaluate the levels of wheat yields affected by different

weather conditions.

Wang et al. (2018) conducted a research using deep learning. The transfer learning

model outperformed all other statistical models. The results in Argentina and Brazil

demonstrate that the study approach successfully learn effective features from raw data

and achieve improved performance compared to traditional methods. Wang et al. (2018)

also noted that a successful crop yield prediction with deep learning in regions with little

training data relies on the ability to fine-tune pre-trained models. The study was able

to showcase that remotely sensed data, such as satellite imagery, potentially provide a

cheap, equally effective alternative.

In a study Monga (2018) used convolutional neural networks (CNN) to develop

models that can estimate the weight of grapes on a vine using an image. Convolutional

Neural Networks (CNN) is an advancement in many machine learning applications such

as computer vision, speech recognition and natural language processing. With limited

data set of 60 images of grape vines, the approach achieved a 87% accuracy for pre-

dicting harvest grape yield. This shows that convolutional neural network has a great

potential in agricultural yield estimation. Monga (2018) concludes that with large data

sets, it would be possible to achieve even better accuracies as well as yield prediction.

Similarly, our maize yield prediction models also gives similar indications. This ob-

servation in machine learning approaches is concludes that, with large data sets their

products improves.

A region-specific crop yield analysis was studied by Shah et al. (2018) using ma-

chine learning approaches such as multivariate polynomial regression, support vector

machine regression and random forest models to predict the crop yield per acre. This

approach presents an intelligent way to predict crop yield and suggest the optimal cli-

matic factors to maximize crop yield. The outlined methods uses yield and weather

data collected from United States Department of Agriculture. The weather parameters

included in the data set are humidity, yield, temperature and rainfall. The objective of

this study was to help the farmers choose the most suitable temperature and moisture
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content at which the crop yield will be optimal. This was demonstrated with support

vector machine regression achieving a maximum R-squared value of 96% being the

best performance. Although the study didn’t discuss how the variables were selected,

the use of weather factors to predict yields is gives a good prediction. Shah et al. (2018)

also noted that there was need to include more variables for a robust yield prediction.

In support of regional prediction. Ahmad et al. (2018) study notes that for regional

yield forecasting, remote sensing has a greater advantages of less input data set. In

this study for crop modeling, the CERES-Maize model was calibrated and evaluated

with the field experiment data and after calibration and evaluation, this model was used

to forecast maize yield. In remote sensing, Landsat 8 images for the peak season were

classified using machine learning algorithm. After classification, time series normalized

difference vegetation index (NDVI) and land surface temperature (LST) of the surveyed

64 farms were calculated. All machine learning algorithms showed the accuracy greater

the 90%, however support vector machine (SVM-radial basis) showed the higher accu-

racy of 97%, for classification of maize area. In conclusion, Ahmad et al. (2018) stated

that, the overall strength of relationship between estimated and actual grain yields were

good with R-squared of 94% in both techniques. It is important to note that the com-

bination of in-situ data and remote sensing data was the key differentiator in achieving

good prediction in this study. Due to unavailability of these key data, our study con-

centrated on soil and weather factors, but their contribution cannot be underestimated

especially for region or small acre yield prediction.

Data driven crop production is the future of precision agriculture. A study by

Ghazvinei et al. (2018) tried to establish an integrate model using extreme learning

machine (ELM) to predict the concluding growth amount of sugarcane. The predicted

yields of extreme learning machine (ELM) were evaluated and compared with artificial

neural network (ANN) and genetic programming models. The study used six input pa-

rameters selected for analysis including; maximum temperature (degrees celsius), evap-

oration (mm), wind speed (m/s), sunshine (hour), rainfall (mm), humidity (%), irrigation

(mm), and soil electrical conductivity (EC) (ds/m). These parameters were considered

potentially influential for the sugarcane growth as the modelling output parameter. The

ELM model achieved the best r-squared of 92% and a root mean squared error of 0.21.
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Based on this results, ELM model showed interesting and notable abilities against the

gradient-based procedures of neural networks. Moreover, the study also revealed that

ELM is considerable quicker in learning rapidity in comparison with the conventional

ANNs algorithm. Furthermore, it was also noted that ELM model performed with the

minimum norm of weights and the least training error while such an applicability did not

appear in the traditional learning algorithms. Although, out study using ANNs shows

satisfactory results for county level yield prediction, there is need to also try ELM and

compare the results as well.

In a site-specific study. Khanala et al. (2018) integrated high resolution remotely

sensed data and machine learning techniques for spatial prediction of soil properties and

corn yield. In this study, remotely sensed image-derived variables were integrated with

field collected data to develop models. The main objective is this study was to compare

the performance of various machine learning algorithms and identify the importance

of remotely sensed image-derived variables, in spatial prediction of soil properties and

corn yield. The corn yield was monitored using multispectral aerial images and topo-

graphic data. The models developed for prediction of soil properties and corn yield

using linear regression (LM) and five machine learning algorithms i.e., Random For-

est (RF); Neural Network (NN); Support Vector Machine (SVM) with radial and linear

kernel functions; Gradient Boosting Model (GBM); and Cubist (CU)). These mmodels

were evaluated in terms of coefficient of determination (R2) and root mean square error

(RMSE). The machine learning algorithms were found to outperform the LM algorithm.

The use of high spatial resolution mapping of soil properties and crop yield is impor-

tant for proper management of crop. Another important observation was that soil and

vegetation indices based on bare-soil imagery played a more significant role in demon-

strating in-field variability of corn yield and soil properties than topographic variables.

This observation agrees with our study where elevation as topographic variable was also

considered not important for maize yield estimation.

Girish et al. (2018) also demonstrated the capability of machine learning in pecision

agriculture. Predictive analysis can help the farmers to choose whether a particular crop

is suitable for specific rainfall and crop price values.
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Chapter 5: Conclusions and Recommen-

dations

5.1 Introduction

This chapter concludes this report. The conclusions are deduced from the findings and

discussion in previous chapter of this report. The conclusion notes the significance of

the research in the field of agriculture and also recommends further research at the end

of the chapter.

5.2 Conclusions

Yield prediction is beneficial to both farmers and businesses as it provides an opportu-

nity to make decisions and amend or introduce policies before harvest. The aim of this

study was to use satellite data and ANNs model to predict maize yields at county level

prior to harvesting period for sustainable food security.

Various field of study have acknowledged feature selection as an indispensable key

pre-processing procedure. Although feature selection is a challenging topic, this study

aimed to use an algorithm that has little or no human influence in the process of iden-

tifying important features. The algorithm considered were Analytic Hierarchy Process

(AHP) and Random Forest (RF) and Boruta Algorithm. Based on literature review, the

study adopted boruta algorithm feature selection. This study also recognised the key

role of feature selection. Feature selection leads to a feature subset, with informative

subset by selecting important features or deleting unimportant features from the original

feature set. This study identified minimum temperature, maximum temperature, precip-

itation, soil moisture, vegetation index and evapotranspiration as the important factors
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to predict maize yield using boruta algorithm. Elevation as a topographic factor was not

considered important, as most studies have also found.

Machine learning (ML) is a branch in the field of artificial intelligence that assists

computers in modeling based on historical data and accurately predicting future out-

comes. ML approaches are mostly classified into two main categories: supervised learn-

ing and unsupervised learning. Classification and clustering are examples of problems

in supervised learning and unsupervised learning respectively. The widely used tech-

niques for classification include neural networks, support vector machines, and decision

trees, and the most widely used clustering technique is k-means. Based on literature

review of similar studies, support vector machine and artificial neural networks produce

successful prediction results.

Based on this finding, our study adopted ANNs of multilayer perceptron, feed for-

ward back propagation to predict maize yield at pixel level as function of weather data

derived from satellite in Trans Nzoia and Nakuru counties in Kenya. Using matlab

software, we developed a maize yield modelling program. The study developed a

feed-forward, back propagation artificial neural network with levenberg-marquardt al-

gorithm. We managed to train our model for prediction using the Levenberg Marquardt

algorithm.

The model successfully was able to predict maize yield with R2 and root mean

square error of 0.76 and 0.038MT/ha in Trans-Nzoia county and 0.86 and 0.016MT/ha

respectively in Nakuru county for 2017. This study managed to explored the potential

of ANN model in addressing the problem of yield prediction, while considering the

complex interactions of inputs involved for growth of maize.

This study has demonstrated that maize yield estimation at county level in Kenya

can be achieved at a reasonable prediction accuracy using ANNs and satellite data. In

developing countries, this combination presents a solution to food insecurity shocks

normally experienced.
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5.3 Recommendations

The study considered mainly the remotely-sensed satellite weather data, but future re-

search in similar area needs to integrate physical and management factors for maize

yield prediction. Similar studies that integrated physical and management factors ob-

served improved yield prediction results.

Feature selection remains of key importance to modelling. This study considered

boruta algorithm, but other studies trying to predict results of a future outcome has used

random forest with satisfactory success. Another feature selection criterion that can be

considered in future studies is use of pearson correlation.

As Radar data continues to gain continues observation. Future research should inte-

grate SAR data in maize yield prediction. From discussion, a study had noted improved

results of prediction with SAR data. Also the use of fine spatial resolution data cannot

be over-emphasized.

Since the model works county level prediction, we recommend adoption for a farm/site-

based approach to be able to include management and random factors.

Use of other machine learning techniques e.g. ELM as well as integrating statistical

model with machine learning model needs to be explored further in the equatorial re-

gions. Another branch of machine learning, deep learning has powerful functions and

flexibility such as deep neural network (DNN), CNN and SVM. SVM is a very pow-

erful classification model in machine learning. CNN is a type of feedforward neural

network that includes convolution calculation and has a deep structure. It is one of the

representative algorithms of deep learning.

Deep learning emphasizes the depth of the model structure, usually there are five,

six or more hidden layers. Through layer by layer feature space conversion, in-depth

learning can get the most excellent expression of features. Examples of deep learning

models includes; convolutional neural network, deep trust network model, self coding

network model, restricted Boltzmann machine model.

Another option to improve the maize yield prediction results is to integrate predic-

tion algorithms with optimization techniques. For research studies in this area should

look for ways to incorporate this aspect.
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Appendix A: Project scripts

The program below was developed for feature selection in this study. The program was

developed using R language and boruta library.

1 ---

2 title: "Variable Selection using Boruta Algorithm"

3 date: "‘r Sys.Date()‘"

4 #output: html_document

5 ---

6

7 ‘‘‘{r setup,message=FALSE,warning=FALSE}

8 library(caret)

9 library(data.table)

10 library(Boruta)

11 library(plyr)

12 library(dplyr)

13 library(pROC)

14

15 ROOT.DIR <- "."

16

17 ‘‘‘

18 # Data Preparation for Boruta

19 ‘‘‘{r DataRetrieval}

20

21 # retrive data for analysis

22 binary.df <- read.csv(file.path(ROOT.DIR,"/mdata/varTest.csv"),

stringsAsFactors = FALSE)

23 #Column Names

24 names(binary.df)

25 ‘‘‘

26 #Define categorical variables

27 ‘‘‘{r CategorizeData}

28 #here
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29 binary.df$yield = as.factor(binary.df$yield)

30 binary.df$ndvi = as.factor(binary.df$ndvi)

31 #binary.df$smoist = as.factor(binary.df$smoist)

32 #binary.df$evapo = as.factor(binary.df$evapo)

33 #binary.df$tmax = as.factor(binary.df$tmax)

34 #binary.df$tmin = as.factor(binary.df$tmin)

35 #binary.df$precip = as.factor(binary.df$precip)

36 #binary.df$SRTM = as.factor(binary.df$SRTM)

37 ‘‘‘

38 #Explore Data

39 ‘‘‘{r ExploreData}

40 #Summarize Data

41 summary(binary.df)

42

43 #Check number of missing values

44 sapply(binary.df, function(y) sum(is.na(y)))

45 #binary.df <- na.omit(binary.df)

46 ‘‘‘

47 #Run Boruta Algorithm

48 ‘‘‘{r RunBoruta}

49 #load Boruta package

50 library(Boruta)

51

52 # Run Boruta Algorithm

53 set.seed(456)

54 #boruta <- Boruta(yield˜., data = binary.df, doTrace = 2)

55 boruta <- Boruta(yield˜ ., data=na.omit(binary.df), doTrace=2)

56 print(boruta)

57 #plot(boruta)

58 plot(boruta, xlab = "", xaxt = "n")

59 k <-lapply(1:ncol(boruta$ImpHistory),function(i)

60 boruta$ImpHistory[is.finite(boruta$ImpHistory[,i]),i])

61 names(k) <- colnames(boruta$ImpHistory)

62 Labels <- sort(sapply(k,median))

63 axis(side = 1,las=2,labels = names(Labels),

64 at = 1:ncol(boruta$ImpHistory), cex.axis = 0.7)

65 ‘‘‘
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66 #More random variables added to the original datasets

67 ‘‘‘{r MoreRandomization}

68 #Add some random permuted data

69 set.seed(777)

70 binary.df.new<-data.frame(binary.df,apply(binary.df[,-1],2,sample))

71 names(binary.df.new)[5:7]<-paste("Random",1:3,sep="")

72 binary.df.new$Random1 = as.numeric(as.character(binary.df.new$Random1

))

73 binary.df.new$Random2 = as.numeric(as.character(binary.df.new$Random2

))

74 #Save important variables

75 head(binary.df.new)

76 ‘‘‘

77 #Run Boruta Again

78 ‘‘‘{r RunBoruta}

79 set.seed(456)

80 boruta2 <- Boruta(yield˜., data = binary.df.new, doTrace = 1)

81 print(boruta2)

82 #plot(boruta2)

83 plot(boruta2, xlab = "", xaxt = "n")

84 k <-lapply(1:ncol(boruta2$ImpHistory),function(i)

85 boruta2$ImpHistory[is.finite(boruta2$ImpHistory[,i]),i])

86 names(k) <- colnames(boruta2$ImpHistory)

87 Labels <- sort(sapply(k,median))

88 axis(side = 1,las=2,labels = names(Labels),

89 at = 1:ncol(boruta2$ImpHistory), cex.axis = 0.7)

90 ‘‘‘

91 #Save Important variables

92 ‘‘‘{r SaveVariables}

93 attStats(boruta2)

94 #See list of finalvars

95 finalvars = getSelectedAttributes(boruta2, withTentative = F)

96 ‘‘‘

97 #Compare Boruta with recursive feature elimination (RFE) algorithm in

Caret

98 ‘‘‘{r RFE algorithm}

99 library(caret)
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100 library(randomForest)

101 library(e1071)

102 set.seed(456)

103 control <- rfeControl(functions=rfFuncs, method="cv", number=10)

104 rfe <- rfe(binary.df.new[,2:7], binary.df.new[,1], rfeControl=control

)

105 print(rfe, top=10)

106 plot(rfe, type=c("g", "o"), cex = 1.0)

107 predictors(rfe)

108 head(rfe$resample, 10)

109 ‘‘‘

Listing A.1: R code for feature selection

The program below was developed for yield estimation. The program was developed

using neural networks in matlab.

1 % ================================= %

2 % Neural Network %

3 % Master’s Degree Project, JKUAT %

4 % ================================= %

5 % ============================================================= %

6 % Inputs.csv & Targets.csv files to trains the networks %

7 % The data is randomly splits the supplied data into: %

8 % 70% for training, 15% for validation, and 15% for testing %

9 % Training is done using the Levenberg-Marquardt algorithm %

10 % trainlm updates weight and bias values %

11 % according to Levenberg-Marquardt optimization %

12 % ============================================================= %

13 %Clear storage and create folder named outputs

14 clear all;

15 fclose all;

16 clc;

17 help MaizeYieldsEstimation.m

18 %start

19 disp (’Computing... will take a few minutes.’);

20

21 %-------------Import data---------------------------------------%

22 %inputs=csvread(’.\mdata\Maize\MaizeInputs.csv’);
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23 inputs=csvread(’.\mdata\Nku\inputsY05Y16.csv’);

24 %targets=csvread(’.\mdata\Maize\MaizeYields.csv’);

25 targets=csvread(’.\mdata\Nku\outputsY05Y16.csv’);

26 %inputs2016=csvread(’.\mdata\Maize\MaizeInputs2016.csv’);

27 inputs2006=csvread(’.\mdata\Nku\inputY06.csv’);

28 %targets2016=csvread(’.\mdata\Maize\MaizeOutputs2016.csv’);

29 targets2006=csvread(’.\mdata\Nku\outputY06.csv’);

30 %inputs2017=csvread(’.\mdata\Maize\MaizeInputs2017.csv’);

31 inputs2017=csvread(’.\mdata\Nku\inputY17.csv’);

32 %targets2017=csvread(’.\mdata\Maize\MaizeOutputs2017.csv’);

33 targets2017=csvread(’.\mdata\Nku\outputY17.csv’);

34 %------------Train the networks--------------------------------%

35 for i=1:30 %vary number of hidden layer neurons from 1 to 30

36 %number of hidden layer neurons

37 hiddenLayerSize = i;

38 %FFBP network trained using Levenberg-Marquardt algorithm

39 %mse - approximation(correct-estimated outputs), better if

smaller

40 net = newff(inputs,targets,hiddenLayerSize,{’tansig’,’purelin’},’

trainlm’,’learngdm’,’mse’);

41 net.divideParam.trainRatio = 70/100;

42 net.divideParam.valRatio = 15/100;

43 net.divideParam.testRatio = 15/100;

44 net.trainparam.show = 25;

45 net.trainparam.time = inf;

46 net.trainparam.goal = 0;

47 net.trainparam.max_fail = 6;

48 net.trainparam.min_grad = 1e-010;

49 net.trainparam.mu = 0.001;

50 net.trainparam.mu_dec = 0.1;

51 net.trainparam.mu_inc = 10;

52 net.efficiency.memoryReduction;

53 % train the network

54 [net,tr] = train(net,inputs,targets);

55 %simulate 15% test data

56 outputs = net(inputs(:,tr.testInd));

57
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58 %simulate year 2017 for Kitale or 2017 for Nakuru data

59 outputs2017 = net(inputs2017);

60 outputs2006 = net(inputs2006);

61

62 %predict/simulate year 2017 for kitale & nakuru data

63 outputs2017 = net(inputs2017);

64

65 %RMSE for 15% random test data

66 rmseTest(i)=sqrt(mean((outputs-targets(tr.testInd)).ˆ2));

67 %RMSE for year 2017 & 2006 test data

68 rmse2017(i) = sqrt(mean((outputs2017-targets2017).ˆ2));

69 rmse2006(i) = sqrt(mean((outputs2006-targets2006).ˆ2));

70

71 %Regression for 15% random test data

72 rTest(i)=regression(targets(tr.testInd), outputs);

73 %Regression for year 2017 & 2006 test data

74 r2017(i)=regression(targets2017, outputs2017);

75 r2006(i)=regression(targets2006, outputs2006);

76

77 %save the network in output folder

78 %save([’.\mdata\Maize\net’ num2str(i)],’net’);

79 %save([’.\mdata\Nku\net’ num2str(i)],’net’);

80 end

81 %-------------View the Network----------------------------------%

82 view(net);

83 %Plot the RMSEs b*- means blue, Star, solid & ro- means red, circle

solid

84 plot(1:30, rmseTest, ’mx-’);

85 hold on;

86 plot(1:30, rmse2017, ’go-’);

87 legend(’Random’, ’Year 2006’);

88 xlabel(’Number of hidden layer neurons’);

89 ylabel(’RMSE (ˆoC)’);

90

91 %--------------Save the RMSEs-----------------------------------%

92 %fid=fopen(’.\mdata\Maize\rmse.txt’, ’wt’);

93 fid=fopen(’.\mdata\Nku\rmse1740.txt’, ’wt’);
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94 %fid=fopen(’.\mdata\Maize\est2017.txt’, ’wt’);

95 est=fopen(’.\mdata\Nku\est201740.txt’, ’wt’);

96

97 %--------------print errors-------------------------------------%

98 fprintf(fid, ’%4.0f\t %f\t %f\t %f\n’, [1:30; rmseTest; rmse2006;

rmse2017]);

99 fprintf(est, ’%f\n’, [outputs2017]);

100 %finish

101 fclose all;

102 disp (’Done... thank you.’);

103

104 %-----------------------End------------------------------------%

Listing A.2: Matlab code for yield prediction

Useful links

http://www.climatologylab.org/terraclimate.html

https://www.diagrams.net

https://www.overleaf.com
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