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Abstract Maize yield estimates are useful for county

food security preparedness. Techniques such as regres-

sion and simulation have been used by various stud-

ies to model and predict maize yield. This study used

a feed-forward, back propagation artificial neural net-

work with levenberg-marquardt algorithm for training.

Artificial neural networks framework was chosen be-

cause its a data driven method that is relatively less

widely used in county level yield prediction. Moreover,

neural networks has key merits, such as require less

formal statistical training, ability to detect nonlinear

relationships by identifying likely interactions between

variables and the availability of multiple training al-

gorithms. We modelled historical maize yield between

2005–2016 as function of satellite derived precipitation,

temperature, reference crop evapotranspiration, soil mois-
ture and normalized difference vegetation index (NDVI)

to predict maize yields at pixel level. The data was ob-

tained with a spatial resolution of ≈ 4 km and sub-

sequently, the predictions was done at ≈ 4 km pixel

size. The historical reference maize yield data was di-

vided into two sets for model training and validation.

The model predicted maize yield with R2 and root

mean square error of 0.76 and 0.038MT/ha in Trans-

Nzoia county and 0.86 and 0.016MT/ha respectively in

Nakuru county. These findings shows a promising future

for applications targeting to rapidly assess county level

food preparedness in Kenya because maize is a major

staple food.
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1 Introduction

There is a linear growth in world population according

to data and projections published by United Nations.

This data also gives 1.18% as the current world’s pop-

ulation growth per year, which approximates to annual

population increment of 83 million people (United Na-

tions, 2015). More than half of global population growth

between now and 2050 is expected to occur in Africa.

Africa has the highest rate of population growth among

major areas, growing at a pace of 2.55% annually in

2010–2015. Consequently, of the additional 2.4 billion

people projected to be added to the global population

between 2015 and 2050, 1.3 billion will be from Africa

(United Nations, 2015). This growth in population will

directly impact food supply systems.

Africa relies heavily on weather dependant agricul-

ture. It also experiences short-term changes in climate

(Stige et al., 2006). These two factors increases stress

on food production and food systems. According to

(Ahmed et al., 2009) a higher percentage of African

population is expected to be below poverty line.

The consequential effects of this stress on food pro-

duction is, hunger and poverty, which is prevalent in

sub-saharan Africa. Therefore, there is need to priori-

tize strategies and policies to resolve stress and avert

poverty in Africa. As well as measure the impact of

policies on set objectives, and protect food production

from destructive impacts of future climate changes (Lo-

bell and Burke, 2010; Schmidhuber and Tubiello, 2007).

Predicting food production is of significance in solv-

ing food problems, but is not easy. This is because food

production or yield is a product of climatic and man-

agement factors. Weather is a constituent of climate

according to (Islam et al., 2020) definition of climate as

average weather of an area analyzed for a period of 25–
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30 years. while weather as the atmospheric conditions

of an area at a given day.

According to (Budyko and Menzhulin, 1996) almost

half the total losses in all economic sectors is attributed

to unfavorable weather conditions. The management

factors are also vital in food production, but these data

is not readily available in developing countries. There-

fore, it is essential to develop a reliable model of food

production using weather parameters.

The inspiration of crop yield prediction is based on

needs in food security. The need to achieve compet-

ing policy objectives while also protecting public in-

vestment in agriculture. Crop yield models help in re-

alizing an equilibrium between various needs such as:

increased food production, environment protection, de-

creased resources, higher farming incomes and climate

change mitigation (Lobell and Azzari, 2017).

Crop yield prediction has two main categories namely:

statistical and simulation models. The significance of

predicting crop yields has been observed. As many stud-

ies have modelled yields using statistical methods with

various parameters as a means to food security. Accord-

ing to (Zhang et al., 2010) statistical models such as lin-

ear regression which is based on ordinary least square

(OLS) and autoregressive model can be used for yield

prediction. In this study autoregressive model provided

a better performance that was attributed to this model

ability to adjust for spatial autocorrelation inherent in

the data. The only weakness to this model is it’s lin-

ear combination of variables to a process understood

to be quite complex and dynamic in nature and thus

not easily modelled into a regression framework (Zhang

et al., 2010). A study by (Sellam and Poovammal, 2016)

established that variables such as annual rainfall, area

under cultivation and food price index explains 70%

variability in crop yields.

The study by (Zhang et al., 2010) also demonstrated

that Normalized Difference Vegetation Index (NDVI)

and precipitation are the major predictors in modelling

corn yield. Studies also demonstrated the use of satellite

images in agriculture to improve food production and

food security. Satellite images provide both extensive

spatial coverage and high temporal resolution. These

images brought new possibilities such as: to map land

cover, detect irrigation, estimate biomass, and survey

crop health (Chen and Mcnairn, 2006). Moreover, mul-

tiple satellite missions have the capability to regularly

monitor phenomena on the Earth surface. These satel-

lites provides a rich source of data that can be ingested

into crop yield prediction models (Rémy et al., 2017).

In recent times, statistical models offer better pre-

dictions, but still are not effective with complex data

set. These limitations has driven crop yields modelling

to adopt data-driven models (Kadir et al., 2014) such as

machine learning algorithms. In line with this, (Schlenker

and Roberts, 2008) found a robust nonlinear relation-

ship between weather and yields that is consistent across

space, time, and crops. This introduced non-linear mod-

els in crop yields modelling.

The use of satellite data and data-driven models

can help address challenges of food production uncer-

tainty. Especially by utilizing the computational ca-

pacity of machine learning algorithms such as artifi-

cial neural networks (ANNs) to model the relation-

ships between predictors (inputs) and objective vari-

ables (outputs) (Deo and S. ahin, 2015). The advantages

of ANNs in yield prediction are: (1) faster and flexible

modeling approach, (2) proper and easy to work non-

linear relationship, and (3) the model structure incor-

porates expertise and user experiences (Barzegar and

Asghari Moghaddam, 2016). Kross et al. (2018) con-

cluded that ANNs can be used to predict yields using

satellite images as long as models are created for unique

crop types. Hota (2014) established that the neural

network-based estimation has technical efficiency that

may lead to improved results. In this study, radial basis

function networks (RBFN) outperformed other estima-

tion techniques in consideration. The study also estab-

lished ANNs as a beneficial model for crop yield pre-

diction based on sensing various soil and atmospheric

parameters (Dahikar and Rode, 2014). Africa lacks suf-

ficient in-situ data, but satellite data provides a rela-

tively low cost solution. To ensure timely interventions,

yield prediction can provide an early warning on im-

minent food crisis that may face countries in Africa.

Data and information models are necessary to sustain

all the dimensions of food security; availability, acces-

sibility, utilization and food systems stability. Reports

have shown that without the prior information on ex-

pected yields with the relevant stakeholders, country

suffers from food scarcity shocks annually.

The motivation behind this study is to use satel-

lite data and ANNs model to predict maize yields prior

to harvesting period for sustainable food security. We

adopt ANNs of multilayer perceptron, feed forward back

propagation to predict maize yield at pixel level as func-

tion of weather data derived from satellite in Trans

Nzoia and Nakuru counties in Kenya.

2 Materials and methods

2.1 Study area

We adopt two counties (Trans-Nzoia and Nakuru as

shown in Figure 1) in Kenya for maize prediction due

data availability. Trans Nzoia county covers an area of
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about 2,495 km2, with a population of approximately

1 million (KNBS, 2019). The climate in Trans Nzoia
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Fig. 1 Study area: Trans Nzoia and Nakuru Counties.

is mild temperatures, with rainfall of around 1097 mm

per year. The main activity is largely agriculture and

livestock rearing. Large-scale agriculture is mainly on

wheat, maize and dairy farming, while small-scale agri-

culture is on maize, beans and potatoes. On the other

hand, Nakuru county lies south east of Trans Nzoia

and covers an area of about 7,505 sq km, with a popu-

lation of approximately 2 million people (KNBS, 2019).

The county has also mild temperatures with rainfall of

around 895 mm per year. The main activity is agri-

culture and livestock rearing. Large-scale agriculture is

mainly on barley, maize and dairy farming, while small-

scale agriculture is on maize, peas and potatoes. Maize

is rain-fed in the two counties with the sowing period

in March and harvesting in November to December.

2.2 Data

This study used precipitation, minimum temperature,

average temperature, maximum temperature, reference

crop evapotranspiration, and NDVI derived from Land-

sat 7 (USGS, 1990). All the primary weather factors

such as precipitation, minimum temperature, maximum

temperature, and the derived factors such as average

temperature, evapotranspiration, and soil moisture were

obtained from climatology lab as multi-band raster im-

ages. The data has been validated with a number of

station-based observations from a variety of networks

including the global historical climate Network, SNO-

TEL, and RAWS (Abatzoglou et al., 2018). All data

have monthly temporal resolution and a spatial resolu-

tion of ≈4 km. The data cover the period from 1958–

2019. The historical maize yield data was obtained from

the Ministry of Agriculture in Kenya.

2.3 Data processing

The Landsat images were calibrated so as to convert

digital numbers to spectral radiance (Figure 2). We

then used the Near Infra-Red (NIR) and red (R) bands

to compute NDVI as

NDVI =
NIR − R

NIR + R
. (1)

NDVI values between -1 to 0.6 were masked out yielding

a raster with values from 0.6 up to 1.0 which represents

vegetation. The multiband rasters from for weather pa-

rameters were converted to single-band raster to unit

weights using grayscale function

Output = (B1 ×W2) + (B2 ×W2) (2)

where B1 is the first raster and B2 is the second raster

in the multi-band raster, W1 and W2 were set to 1. The

resultant raster, in netCDF file format, was converted

to geotiff format. The data was normalized using the

min-max transformation, i.e.

X =
X −Xmin

Xmax −Xmin
(3)

where X is a variable representing one of the data sets

used.

Multiband Image

Radiometric 
Calibration

Extraction of 
NIR & R 
bands

NDVI extraction 
& masking (i>0.6)

Landsat 7 
Images

NDVI 

TerraClimate
Data –

weather 
parameters

Conversion 
using Grayscale 

function

single-band 
grayscale 

image

Data conversion, 
clipping & 

normalization

GeoTiff 
rasters

Fig. 2 Data Processing.

2.4 Feature selection

The study adopted boruta algorithm for feature or vari-

able selection because it’s based two important con-

cepts namely: shadow features and binomial distribu-

tion. Boruta is a feature selection algorithm that works

with various data and is capable of working with any



4 Blind Manuscript

prediction method to determine the importance of vari-

able (Kursa and Rudnicki, 2010). Boruta implements

the first concept by randomly creating shadow features

to compete with original features. The shadow feature

with highest recorded importance becomes the thresh-

old. The importance of each original features is com-

pared with this threshold. The original features with

performance above this threshold, are selected. Sec-

ondly, the variable importance is obtain through an it-

eration process that follows binomial distribution. The

maximum level of uncertainty about the feature is ex-

pressed by a 50% probability for selection or elimination

(Mazzanti, 2020).

2.5 Yield prediction using ANNs

The study developed an ANN yield prediction model

based on selected variables/features (from Section 2.4)

of satellite data. Neural network adopts the parallel ar-

chitecture of our brain and the operation of biological

neural networks (Puig-Arnavat and Bruno, 2015). The

algorithm is designed to recognize patterns in complex

data optimally. Neural networks have neurons with con-

nections. A neuron contain a value and activation func-

tion whereas connection holds a weight and bias. The

neurons are divided into input, hidden and output lay-

ers. Neural networks have three parts; feed forward, ac-

tivation functions, and back propagation (Kadir et al.,

2014).

The term feed forward in neural network refers to

the process of updating the neuron in the next layer,

by multiply the activations by weights. Activation func-
tions are the logistic functions. They scale the values of

updated neurons to be between 0 and 1. The study

adopted the sigmoid activation function, i.e.

f(x) =
1

(1 + e−x)
(4)

where x is the input for the respective input layer of

the neural. In the neural networks, back propagation

computes the gradient. The neural learns (during model

training) by adjusting the weight (w) and bias (b) for

each layer using these gradients.

We trained our ANNs model for prediction using

the Levenberg-Marquardt algorithm. This is a hybrid

technique that uses both Gauss-Newton and gradient

descent approaches to achieve optimal solution (Wil-

son and Mantooth, 2013). The hybrid approach uses

the best characteristics of these two techniques. Gauss-

Newton technique is normally faster when the initial

guess is relatively close to the optimum, otherwise the

algorithm uses the gradient descent technique to find

an optimum,

xk+1 = xk −
[
JTJ + µI

]−1
JT e (5)

where J is the jacobian matrix of performance, JTJ is

an approximation of the matrix, µ is the adaptive value,

x is the variable, e is the error and JT e is the gradient

descend computation. The small values of the parame-

ter µ result in a Gauss-Newton update and large values

of µ result in a gradient descent update. This algorithm

adaptively varies the parameter updates between the

gradient descent update and the Gauss-Newton update

making it an efficient method for weights adaptations

(Wilson and Mantooth, 2013).

In our study, the learning algorithm was based on

feed forward back propagation multi-layer neural net-

works. The ANN model used in the study has follow-

ing types of activation functions: tangent sigmoid func-

tion, sigmoid function and linear function. In back-

propagation, sigmoid function and linear function are

used as the activation functions. In the predictive model,

the study used the Levenberg-Marquardt algorithm with

linear and tangent sigmoid functions as activation func-

tions. The initial step included assigning of model weights

and thresholds, followed by neuron activation using the

activation functions. The weights were updated based

on the 6 neurons for input and hidden layer, and 1 neu-

ron for output layer. The prediction model (Figure 3)

Fig. 3 Artificial neural network (ANN) architecture.

has six input variables which results in total of 6960

(6×116×10) data points. The data was normalized be-

tween 0 to 1, to neutralize the effect of influence by large

data. The input variables were selected based on their

influence to yields using boruta algorithm. The data

was then divided randomly; 70% for training, 20% for

validation and the remaining 10% for testing the model

to determine optimum performance in modeling maize

yields.
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In retrospect, we designed two ANNs model configu-

ration for the two counties. Figure 4a shows the model

structure adopted for maize yield prediction in Trans

Nzoia county. The best model fit was achieved in 40 it-

erations and attained a max performance. On the other,

hand Figure 4b illustrates the model structure designed

for Nakuru county.

(a)

(b)

Fig. 4 Designed ANNs architecture for yield prediction in
(a) Trans Nzoia and (b) Nakuru counties.

2.6 Model performance validation

The performance of designed ANNs model was evalu-

ated using coefficient of determination (R2) and Root

Mean Squared Error (RMSE). R2 is a statistical mea-

sure of the goodness of fit of a model with values be-

tween 0 and 1. The higher the R2 the better the model

fits the data. For instance, R2 = 1 means the model fits

the data perfectly, e.g.

R2 = 1 − (n− 1)

(n− p)
× SSE

SST
(6)

where SSE is the sum of squared error, SST is the sum

of squared total, n is the number of observations, and p

is the number of regression coefficients. The RMSE pro-

vides the difference between the predicted and actual

values i.e.

RMSE =

√∑2
t=1(yt − y)2

n
(7)

where yt is the predicted value, y is the actual value

and n is the number of samples (Shastry et al., 2017).

RMSE is a good measure of how well the model predicts

the response, and it is the most important criterion for

fit. The lower the RMSE values the better the fit.

3 Results and Discussion

We used historical maize yield from Trans Nzoia and

Nakuru counties, in Kenya. Trans Nzoia was used for

training and Nakuru to test the model performance as

both counties have similar maize growing seasons. Fig-

ure 5 shows the normalized variables after min-max

transformation. Generally, the maize yields were high

in the year 2012 which is also picked by the variables.

In other years the variables more or less show the same

trend as the historical yields.

2005
2007

2009
2011

2013
2015

0.00
0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.80
0.90
1.00

Normalized Data

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016

Fig. 5 Normalized variables in Trans Nzoia county: precip-
itation, temperature (min, max), evapotranspiration, ndvi,
soil moisture, elevation, and yields.

The normalized variables in Figure 5 were the inputs

to boruta algorithm for feature selection. The variable

selection results in Figure 6 shows that weather vari-

ables and soil moisture have more influence to maize

yield. Elevation was not considered as a significant fac-

tor. The blue bars represents the randomized shadow

features for the minimum, mean and max thresholds.

The red bars shows the shadow features of the respec-

tive features. The highest blue box plots - shadow max-

imum, defined the threshold of the features for this

study. The green bars are the important features, as

they are above the threshold. Consequently, features

selected for yield prediction were: NDVI, precipitation,

soil moisture, evapotranspiration, minimum and maxi-

mum temperature.

Table 1 shows the coefficient of determination R2

and RMSE obtained from different model structure con-

figurations of ANNs model (Figure 4a) in Trans Nzoia

county based on the selected variables. The highest R2

value which corresponds to the least RMSE was ob-

tained at 40 iterations. There was however no clear
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Fig. 6 Feature Selection using boruta algorithm: where pre-
cip (precipitation), smoist (soil moisture), evapo (evapotran-
spiration), tmin (minimum temperature), tmax(maximum
temperature), ndvi and their respective shadow features.

trend on R2 and RMSE with increase in the number

of iterations.

Table 1 ANN structures with corresponding R2 and RMSE
(MT/ha) in Trans Nzoia County.

Case Inputs No. Neurons Structure R2 RMSE
1 6 20 06:20:1 0.67 0.698
2 6 30 06:30:1 0.57 0.344
3 6 40 06:40:1 0.76 0.038

As a test, similar variables for Nakuru county were

subjected to the model architecture in Figure 4b which

gave the results in Table 2. In this case, the model gave

the highest R2 but coincidentally the RMSE was not

the lowest in this case. The least RMSE was obtained

at 30 iterations where the R2 value decreased by 4%.

Table 2 ANN structures with corresponding R2 and RMSE
(MT/ha) in Nakuru County.

Case Inputs No. Neurons Structure R2 RMSE
1 6 10 06:10:1 0.85 0.886
2 6 20 06:20:1 0.90 0.127
3 6 30 06:30:1 0.86 0.016

Overall, the best model quality in maize yield pre-

diction is achieved at R2 of 0.76 and 0.86 with cor-

responding RMSE values of 0.038 MT/ha and 0.016

MT/ha in Trans Nzoia and Nakuru county respectively

(Tables 1–2). This means the model explained a min-

imum of 76% of maize yield variability based on the

NDVI and weather data. This is quite significant given

that the highest deviations observed from the ANNs

models is ± 0.038 MT/ha of maize yield at county level

on average. The lack of standardized and comprehen-

sive reporting of the yields at county levels may have

influence model performance. Nonetheless, ANNs com-

puted reasonable yield estimates in the two counties as

shown in Table 3.

Table 3 Estimated yield and R2 values, 2017.

County Estimated yield (MT/HA) R2

Trans Nzoia 4.13 0.76
Nakuru 2.26 0.86

Spatial distribution of final yield estimates are shown

in Figure 7 for Trans nzoia and Figure 8 for Nakuru. In

Trans-Nzoia county, the Northern and Eastern regions

have high estimates of maize yield than Southern and

Western regions. On the other hand, Nakuru has high

yields in the North western and eastern parts. These ar-

eas were noted to receive relatively high rainfall, while

areas with low estimates experience high temperature.

MAIZE YEILDS ESTIMATES, 2017 | TRANS NZOIA COUNTY

±

10 205

Kilometers

  Low: 2306   0

Legend
Boundary

Value
High: 5330

Fig. 7 Predicted maize yield for 2017 Trans Nzoia County.

We further compared ANNs model in Trans Nzoia

with ordinary regression and established that ANNs re-

sults are better by an R2 of 0.12 (Table 4). It is probably

because the regression model adopts a linear interaction

between the factors, e.g., temperature, humidity, rain-

fall which affects the crop yield. So ANNs still remains

a favourable yield estimation tool.

Table 4 R2 and RMSE(MT/ha) for prediction models.

Model R2 RMSE
Ordinary regression 0.64 0.089

Artificial neural network 0.76 0.038
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Fig. 8 Predicted maize yield for 2017 in Nakuru County.

4 Conclusion

Yield prediction is beneficial to both farmers and busi-

nesses as it provides an opportunity to make decisions

and amend or introduce policies before harvest. Thus

far, our study has demonstrated that maize yield es-

timation at county level in Kenya can be achieved at

a reasonable prediction accuracy using ANNs and satel-

lite data. In developing countries, this combination presents

a solution to food insecurity shocks normally experi-

enced. However, our study mainly used remotely-sensed

satellite weather data and NDVI, therefore our future

research will integrate physical and management factors

for maize yield prediction.
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